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#### Abstract

We applied the harmonic inversion technique to extract vibrational eigenvalues from the semiclassical initial value representation (SC-IVR) propagator of molecular systems described by explicit potential surfaces. The cross-correlation filter-diagonalization (CCFD) method is used for the inversion problem instead of the Fourier transformation, which allows much shorter propagation time and is thus capable of avoiding numerical divergence issues while getting rid of approximations like the separable one to the preexponential factor. We also used the "Divide-and-Conquer" technique to control the total dimensions under consideration, which helps to further enhance the numerical behavior of SC-IVR calculations and the stability of harmonic inversion methods. The  technique is tested on small molecules and water trimer to justify its applicability and reliability. Results show that the CCFD method can effectively extract the vibrational eigenvalues from short trajectories and reproduce the original spectra conventionally obtained from long-time ones, with no loss on accuracy while the numerical behavior is much better. This work demonstrates the possibility to apply the combined method of CCFD and SC-IVR to real molecular potential surfaces, which might be a new way to overcome the numerical instabilities caused by the increase of dimensions.


## - INTRODUCTION

In theoretical studies of the dynamical properties of the nuclei in polyatomic systems, especially vibrational spectra, molecular dynamics (MD) is a method of standard choice. ${ }^{1-3}$ In this method, the nuclei are treated as mass points moving on a potential energy surface (PES) where the electronic degrees of freedom are solved independently to yield the potential energy and the atomic forces. ${ }^{4,5}$ The nuclear trajectories are generated with specified ensembles and evolved under classical equations of motion, and statistical quantities are extracted from them, including the configurational and dynamical ones. In recent years, it was noticed that the complete neglect of the quantum nature of the nuclei keeps bare MD simulations from recovering many interesting nuclear quantum effects (NQEs) including those related to anharmonic corrections, to zeropoint motion, ${ }^{6}$ and to interference and tunneling. ${ }^{7}$ The effects are important in several systems, especially when hydrogen is involved. ${ }^{8,9}$ Therefore, new method which goes beyond the classical treatment of the nuclei is highly desirable in accurate theoretical simulations.
So far, many methods have been developed which handle atoms by means of wave functions or path integrals. Among them are multiconfiguration time-dependent Hartree
(MCTDH), ${ }^{10-13}$ vibrational self-consistent field (VSCF) ${ }^{14-17}$ and vibrational configuration interaction (VCI). ${ }^{16,17}$ In these methods, the nuclear wave functions are expressed as combinations of the direct products of "singleparticle" functions. The Schrödinger equation is solved under this basis, so that the energy levels of the nuclear states or the evolved nuclear wave functions are obtained. The computational effort of these methods grows exponentially with the total degrees of freedom, which posted a strong limit on their application to complex systems. ${ }^{18}$ Another category of methods includes those involving statistics. The Diffusion Monte Carlo (DMC) method approaches the nuclear wave functions by the spawn and annihilation of diffusing particles. ${ }^{19-21}$ The path-integral based methods, e.g., Centroid Molecular Dynamics (CMD) and Ring-Polymer Molecular Dynamics (RPMD), make accurate quantum statistics by

[^0]
inserting harmonically connected beads and record snapshots of the moving polymer as samples. ${ }^{22-24}$ These methods have their strengths but also limitations. DMC is very accurate about the ground state but encounters difficulties for excited states with nodes. RPMD suffers from spurious resonances from the harmonic chain frequencies. CMD has its own curvature problem which originates from the nonphysical centroid position. Their computational cost all grow heavy at low temperatures where a large number of beads are required. ${ }^{23,24}$
Parallel to them, the semiclassical initial value representation (SC-IVR) also shows promise in dealing with molecular vibrational spectra with NQEs accurately addressed. ${ }^{25,26}$ The origin of this method can be traced back to the first half of the last century. ${ }^{27}$ In the last few decades, great progresses have been achieved. ${ }^{26}$ Starting from the semiclassical approximation to the quantum propagator, ${ }^{27}$ the evolution of the nuclear wave function can be reformulated in terms of the classical dynamics on the same potential surface. The transformation from the root-searching form to the initial value representation has finally made the method realistically available for numerical computation. ${ }^{25,26}$ Being capable of handling interference and anharmonic effect, it is a promising tool based on conventional molecular dynamics.
However, in practice, it also suffers from many problems such as the curse of dimensionality. The computational work required to get a spectra grows still fast with dimension. The "Divide-and-Conquer" technique is a successful example which was proposed in recent years to simulate the relatively large systems. ${ }^{28-30}$ This method projects the whole phase space to a low-dimensional subspace while still keeping part of information from the original full-dimensional system. By properly choosing the subspace division criterion, ${ }^{29}$ it is possible to keep most of the useful information while immensely reducing the dimension under consideration. Lowering the total dimension significantly saves computational resources and also benefits numerical stability and convergence. With this technique one can even deal with sizable biological systems. ${ }^{31}$
Besides coping directly with the dimensionality, various other modifications have also been made to reduce the computational cost. The TA-SC-IVR method is one example, which features a time-averaging filter that efficiently reuses the trajectory data and meanwhile ensures a positive definite integrand. ${ }^{32,33}$ It is numerically friendly for a Monte Carlo sampling. The MC-SC-IVR method uses superposition of multiple coherent states as the reference state, which enhances the overlapping signal and allows for some symmetry selection. ${ }^{34}$ Both methods significantly reduce the number of trajectories required to achieve numerical convergence. Other techniques for reducing the overall computational work include the Adiabatic Switching technique which helps to preprocess the dynamics and improve the initial sample distribution, ${ }^{35,36}$ as well as the Hessian database method ${ }^{37}$ and the finite displacement evaluation of monodromy matrix. ${ }^{38}$

Concerning the extraction of the spectrum from the molecular dynamics trajectories, harmonic inversion which restores the parameters of oscillators from time-domain signals is an often used method. Along this route, current methods in SC-IVR generally use Fourier transform, which requires evolving the trajectories for a typical total length of $\sim 10^{5}$ atomic units. ${ }^{28,33,34}$ At this time scale, the use of approximations on the pre-exponential factor such as the
separable approximation is forced; otherwise, its value will grow too large and make numerical convergence infeasible. ${ }^{39}$ The propagation of the monodromy matrix also encounters numerical stiffness, so that one has to discard a considerable portion of the trajectories. ${ }^{29}$ If one can reduce the total evolving time to $\sim 10^{3}$ atomic units, the absolute value of the pre-exponential factor and the monodromy matrix element will be kept within a reasonable range, and the numerical convergence will be much easier to achieve in the simulations.

To recover the vibrational spectrum from short-time signals, Fourier transform is no longer appropriate due to its poor resolution. Several alternative numerical methods have been developed. ${ }^{40}$ One important thing to notice and exploit here is that the energy spectra of a bounded system is discrete, so that, for an ideal molecular vibrational spectra, the intensity shall be composed of impulse function peaks located at the energy eigenvalues. For a particular reference state, the number of main peaks with non-negligible strength is limited to a few, making the time-domain signal almost a combination of simple oscillators. In other words, the resulting energy spectrum is relatively sparse on the frequency domain. Even if there are various source of error in the computational process which makes the resulting spectrum no longer an ideal one, in most cases we can still be confident that there are only sharp and almost separated peaks. Thus, by information theory, it is possible to extract those peaks from very short trajectories due to the significant reduction for needed information.

The filter-diagonalization method (FDM) is designed to extract eigenvalues from the matrix elements of propagators on a small basis. ${ }^{41}$ It uses an implicit basis set which is derived from reference states by the action of a finite-time propagator. The eigenvalues are extracted by diagonalizing the propagator in the vector space spanned by this implicit basis. Using this method, the vibrational frequencies can be obtained from cross-correlation functions of several reference states on a small time grid. ${ }^{42-44}$ Therefore, it can work as a postprocessing tool for analyzing the data generated by SC-IVR method. It is worth noting that it is even possible to identify very closely spaced peaks and also supports classification by symmetry with some preconditioning techniques. ${ }^{43,44}$ The combination of the SCIVR and FDMs has been previously tested on some model Hamiltonians ${ }^{45-47}$ but not yet applied to realistic molecular potential energy surfaces. However, there seems to be no reason that it cannot work on larger systems and more sophisticated PESs. With the modern high-accuracy force models, one can expect to get spectra of good precision with the method.

This paper is organized as follows. In Theory and Methods, we introduce the basic ideas and methods we used in the overall procedure of calculation. In Results and Discussion, we present the results we obtain. These results include the vibrational spectrum derived from simple models as well as several real PESs, the convergence test, and error analysis of the method. The comparison with experimental data and other similar methods will also be discussed. In the Conclusion, a brief summary of the conclusions is given.

## ■ THEORY AND METHODS

Semiclassical Initial Value Representation. The quantum propagator under semiclassical approximation and initial value representation takes the form of a phase-space integral $^{48}$

$$
\begin{align*}
\mathrm{e}^{-\mathrm{i} \hat{H t}}= & \int \mathrm{d} \mathbf{q}_{0} \int \mathrm{~d} \mathbf{p}_{0}\left[\left|\frac{\partial \mathbf{q}_{t}}{\partial \mathbf{p}_{0}}\right| /(2 \pi \mathrm{i} \hbar)^{D}\right]^{1 / 2} \\
& \times \mathrm{e}^{\mathrm{i} \delta_{t}\left(\mathbf{q}_{t} \mathbf{q}_{0}\right) / \hbar}\left|\mathbf{q}_{t}\right\rangle\left\langle\mathbf{q}_{0}\right| \tag{1}
\end{align*}
$$

where $D$ means the degree of freedom. This equation can be carried out by omitting higher order terms of $\hbar$ in the Schrodinger equation ${ }^{27}$ and transforming variables to the initial phase space ${ }^{26}$ and also can be derived from stationary phase approximation of the real-time path integral. ${ }^{49}$ This semiclassical propagator is exact in the case of free particle and harmonic oscillator and has good accuracy in many general situations.
A useful variation of the expression is the coherent state representation developed by Herman and Kluk ${ }^{26,48}$

$$
\begin{align*}
\mathrm{e}^{-\mathrm{i} \hat{H t} t / \hbar}= & \frac{1}{(2 \pi \hbar)^{F}} \int \mathrm{~d} \mathbf{p}_{0} \int \mathrm{~d} \mathbf{q}_{0} C_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right) \\
& \times \mathrm{e}^{\mathrm{i} S_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right) / \hbar\left|\mathbf{p}_{t}, \mathbf{q}_{t}\right\rangle\left\langle\mathbf{p}_{0}, \mathbf{q}_{0}\right.} . \tag{2}
\end{align*}
$$

Here $\mathbf{q}_{t} \mathbf{p}_{t}$ is the coordinate and momentum at time $t, S_{t}$ is the action along the path

$$
\begin{equation*}
S_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right)=\int_{0}^{t} \mathrm{~d} t^{\prime} \mathbf{p}_{t^{\prime}} \dot{\mathbf{q}}_{t^{\prime}}-H\left(\mathbf{p}_{t^{\prime}}, \mathbf{q}_{t^{\prime}}\right) \tag{3}
\end{equation*}
$$

and $C_{t}$ is the Herman-Kluk pre-exponential factor

$$
\begin{align*}
& C_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right)= \\
& \quad \sqrt{\frac{1}{2^{D}}\left|\frac{\partial \mathbf{q}_{t}}{\partial \mathbf{q}_{0}}+\Gamma^{-1} \frac{\partial \mathbf{p}_{t}}{\partial \mathbf{p}_{0}} \Gamma-\mathrm{i} \hbar \frac{\partial \mathbf{q}_{t}}{\partial \mathbf{p}_{0}} \Gamma+\frac{\mathrm{i}}{\hbar} \Gamma^{-1} \frac{\partial \mathbf{p}_{t}}{\partial \mathbf{q}_{0}}\right|} \tag{4}
\end{align*}
$$

All time-dependent quantities are evaluated by classical dynamics, with initial conditions $\mathbf{q}_{0}, \mathbf{p}_{0}$. That is, the integrand in eq 2 is a function of the initial position and momentum of the nuclei and can be derived from the classically evolved trajectory.
The coherent states are minimum-uncertainty wave packets with wave function

$$
\begin{equation*}
\langle\mathbf{x} \mid \mathbf{p}, \mathbf{q}\rangle=\left(\frac{\operatorname{det} \Gamma}{\pi^{D}}\right)^{1 / 4} \mathrm{e}^{-(1 / 2)(\mathbf{x}-\mathbf{q})^{\mathrm{T}} \Gamma(\mathbf{x}-\mathbf{q})+\mathrm{i} / \hbar \mathbf{p}^{\mathrm{T}}(\mathbf{x}-\mathbf{q})} \tag{5}
\end{equation*}
$$

$\Gamma$ is the width matrix of the coherent state, which is usually chosen to coincide with the case of quantum harmonic oscillators. The ground state under harmonic approximation can then be written as $\left|0, \mathbf{q}_{\mathrm{eq}}\right\rangle$, where $\mathbf{q}_{\mathrm{eq}}$ is the equilibrium position of lowest energy. For a reference state $|\chi\rangle$, its surviving amplitude is defined as

$$
\begin{equation*}
A_{\chi}(t) \equiv\langle\chi| \mathrm{e}^{-\mathrm{i} \hat{H} t / \hbar}|\chi\rangle \tag{6}
\end{equation*}
$$

The energy spectrum of this $|\chi\rangle$ can be achieved by its Fourier transformation, through

$$
\begin{align*}
I(E) & \equiv\langle\chi| \delta(E-\hat{H})|\chi\rangle \\
& =\frac{1}{\pi \hbar} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} t \mathrm{e}^{\mathrm{i} E t / \hbar}\langle\chi| \mathrm{e}^{-\mathrm{i} \hat{H} t / \hbar}|\chi\rangle \\
& =\frac{1}{\pi \hbar} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} t \mathrm{e}^{\mathrm{i} E t / \hbar} A_{\chi}(t) \tag{7}
\end{align*}
$$

Combining eqs 2, 6 , and 7 , we obtain the expression of the semiclassical energy spectra

$$
\begin{align*}
I_{\chi}(E)= & \frac{1}{(2 \pi \hbar)^{D}} \frac{1}{\pi \hbar} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} t \mathrm{e}^{\mathrm{i} E t / \hbar} \int \mathrm{d} \mathbf{p}_{0} \int \mathrm{~d} \mathbf{q}_{0} C_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right) \\
& \times \mathrm{e}^{\mathrm{i} \mathrm{~S}_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right) / \hbar}\left\langle\chi \mid \mathbf{p}_{t}, \mathbf{q}_{t}\right\rangle\left\langle\mathbf{p}_{0}, \mathbf{q}_{0} \mid \chi\right\rangle \tag{8}
\end{align*}
$$

This expression is sufficient for a Monte Carlo integration in the phase space for simple systems. The inner product factor is a valid candidate of the weighing function. Here, the reference state is usually chosen to be linear combinations of the coherent states in order to have an analytical Gaussian form for the overlapping term. For long trajectories, it is often the case that the pre-exponential factor be evaluated using some kind of approximation to ensure numerical stability. But, in this paper, we will just use the exact form.

Divide-and-Conquer SC-IVR. The Divide-and-Conquer method is a technique to circumvent the curse of dimensionality, in which the original system is projected onto a small subset of its dimensions and many parts of the expressions are written in subspace coordinates. ${ }^{28,29}$ The formula of energy spectrum is very similar to the original one,

$$
\left.\begin{array}{rl}
\mathrm{e}^{-\mathrm{i} \hat{H} t / \hbar}= & \frac{1}{(2 \pi \hbar)^{D}} \int \mathrm{~d} \tilde{\mathbf{p}}_{0} \int \mathrm{~d} \tilde{\mathbf{q}}_{0} \tilde{C}_{t}\left(\tilde{\mathbf{p}}_{0}, \tilde{\mathbf{q}}_{0}\right) \\
& \left.\times \mathrm{e}^{\mathrm{i} \tilde{S}_{t}\left(\tilde{\mathbf{p}}_{0}\right.} \tilde{\mathbf{q}}_{0}\right) / \hbar  \tag{9}\\
\tilde{\mathbf{p}}_{t}
\end{array}, \tilde{\mathbf{q}}_{t}\right\rangle\left\langle\tilde{\mathbf{p}}_{0}, \tilde{\mathbf{q}}_{0}\right|
$$

except for the tilde variables which are projections of the corresponding quantities in eq 2 . The other formulas eqs $3-5$ shall also be reformulated based on projection. ${ }^{29}$ Despite the straightforward basis contraction of the vectors and matrices, the potential term in the Hamiltonian is not separable and thus cannot be directly projected and requires special treatment. A common ad hoc method is to assume

$$
\begin{equation*}
\tilde{V}(\tilde{\mathbf{q}})=V(\mathbf{q})-V\left(\tilde{\mathbf{q}} ; \mathbf{q}_{D-\tilde{D}}\right) \tag{10}
\end{equation*}
$$

where $\mathbf{q}_{D-\tilde{D}}$ is the complement of the projected coordinates, so that the projected potential is exact for separable cases. ${ }^{28,29} \tilde{V}$ is not a single-valued function. It accounts for the coupling effects of the ignored dimensions.

The sampling of initial conditions in the chosen subspace is trivial. For other modes which are not included in the subspace, a reasonable choice is to assign the corresponding harmonic zero-point motion to each of them, perhaps with a random initial phase which helps to avoid possible bias and insufficient exploration of the configuration space. In some cases, one assigns no initial kinetic energy to some of the modes so as to avoid noisy spectrum. ${ }^{30}$ In order to decrease the influence of nonincluded modes and the systematic errors introduced by the subspace division process, an appropriate criterion shall be applied. However, this will not be a problem in this paper since we are not making very fine divisions.

Cross-Correlation Filter Diagonalization Method. The cross-correlation matrix of reference states are defined similar to the surviving amplitude as

$$
\begin{equation*}
C_{i j}(t) \equiv\left\langle\chi_{i}\right| \mathrm{e}^{-\mathrm{i} \hat{H} t / \hbar}\left|\chi_{j}\right\rangle \tag{11}
\end{equation*}
$$

It can be obtained on an equally spaced time grid by fixed-step semiclassical dynamics. Assuming $\hat{H}$ to be a Hamiltonian with discrete eigenvalues, the cross-correlations are supposed to be some linear combinations of harmonics

$$
\begin{equation*}
C_{i j}(t)=\sum_{n} d_{n, i j} \mathrm{e}^{-\mathrm{i} \omega_{n} t} \tag{12}
\end{equation*}
$$

We use FDMs to solve this harmonic inversion problem, i.e., to recover the parameters in (12) from the time-domain signals. ${ }^{44}$ Thus, the whole method is called cross-correlation filter diagonalization (CCFD).

These matrix elements can be interpreted as inner products between reference states propagated by some time steps

$$
\begin{equation*}
C_{i j}((n-m) \tau)=\left\langle\hat{U}^{m} \chi_{i}, \hat{U}^{n} \chi_{j}\right\rangle \equiv S_{i m, j n} \tag{13}
\end{equation*}
$$

where $\hat{U}$ is the finite time propagator

$$
\begin{equation*}
\hat{U} \equiv \mathrm{e}^{-\mathrm{i} \hat{H} \tau / \hbar} \tag{14}
\end{equation*}
$$

The corresponding state vectors span a Krylov subspace generated by $\hat{U}$

$$
\begin{equation*}
\mathcal{K}_{N}\left(\hat{U},\left\{\chi_{i}\right\}\right) \equiv \operatorname{span} \cup_{i}\left\{\chi_{i}, \hat{U} \chi_{i}, \hat{U}^{2} \chi_{i}, \cdots, \hat{U}^{N-1} \chi_{i}\right\} \tag{15}
\end{equation*}
$$

The basis above is often very close to be linearly dependent when $N$ is not small. But, by taking advantage of the implicit basis consisting of finite-time evolution of the reference states, one can get a better estimate to the exact eigenstates than merely combining explicit basis functions. The projection of an arbitrary state in this subspace can be expanded as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i, m} B_{i m} \hat{U}^{m}\left|\chi_{i}\right\rangle \tag{16}
\end{equation*}
$$

On the other hand, the same quantities can also be regarded as the matrix elements of $\hat{U}^{k}$ with arbitrary integer $k$

$$
\begin{equation*}
U_{i m, j n}^{k} \equiv\left\langle\hat{U}^{m} \chi_{i}\right| \hat{U}^{k}\left|\hat{U}^{n} \chi_{j}\right\rangle=C_{i j}((n+k-m) \tau) \tag{17}
\end{equation*}
$$

Thus, by evaluating the cross-correlation functions, we readily obtain the elements of the overlap matrix $\mathbf{S}$ and the propagator matrix U under the specified basis. Then, by solving the generalized eigenvalue problem

$$
\begin{equation*}
U^{k} \mathbf{B}=\lambda \mathbf{S B} \tag{18}
\end{equation*}
$$

we obtain the eigenvalue $\lambda=\exp \{-\mathrm{i} k E \tau / \hbar\}$ and the expansion coefficients $\left\{B_{i m}\right\}$ of the corresponding eigenvector in the form of eq 16. Finally the frequencies are extracted as

$$
\begin{equation*}
\omega_{n}=\frac{\mathrm{i}}{k \tau} \ln \lambda_{n} \tag{19}
\end{equation*}
$$

and the amplitudes as

$$
\begin{equation*}
d_{n, i j}=\left\langle\chi_{i} \mid \Psi_{n}\right\rangle\left\langle\Psi_{n} \mid \chi_{j}\right\rangle \tag{20}
\end{equation*}
$$

The above formalism works for cross-correlation functions generated by a Hermitian Hamiltonian and thus unitary propagators. For signals with complex frequencies, i.e., with a damping factor, one shall change the Hermitian inner product to a complex symmetric one. The overall derivation is very similar to the above one except for some minor changes. ${ }^{44}$ For simple cases, the system will be adequately nondissipative so that the Hermitian version suffices. We note here that the method requires the Hamiltonian to be constant in time and have discrete eigenvalues, which make it infeasible when the conditions are violated by the nature of the system or the systematic error introduced in the cross-correlation calculations. But, for the systems studied later in this work, one can see from the ignorable imaginary part of the extracted frequencies that the Hermitian version works very well.

In solving the generalized eigenvalue problem in eq 18, the linear dependence of the basis needs to be taken care of in
order to avoid numerical instability. One suitable method here is to filter eigenvectors by eigenvalues. The overlap matrix is diagonalized, and eigenvectors with eigenvalues smaller than a cutoff threshold will be discarded. Then the problem is considered and solved in the contracted subspace, with a smaller but linearly independent basis set.

In order to retain good resolution after the contraction, some modifications to the basis need to be carried out. One may choose the Fourier transformed basis ${ }^{44}$

$$
\begin{equation*}
\left|\Psi_{i}\left(\phi_{\nu}\right)\right\rangle \equiv \sum_{m=0}^{N-1} \mathrm{e}^{\mathrm{i} m \tau \phi_{\nu}} \hat{U}^{m}\left|\chi_{i}\right\rangle \tag{21}
\end{equation*}
$$

with $\phi_{\nu}$ lying in a narrow band around the frequency of interest. This will significantly enhance the ratio of the eigenstates with energy in that range and is especially useful when the number of energy levels exceeds that of the reference states. In this way, the information obtained from other methods including frequencies and vibrational modes might help to better shape the calculation. However, in this paper we will use a slightly different approach. The references are chosen to form an orthonormal basis and is computed by diagonalizing the Hamiltonian estimated from a coarse Quantum Monte Carlo (QMC) sampling of the potential. The resulting energy spectra is not accurate, but it gives a good estimate (here we only require the overlap to be not too small) to the wave function of the eigenstates. Then we carry out the diagonalization method directly with the reference states and obtain all frequencies at once. The overlap of eigenstates with reference states helps to identify the vibrational mode corresponding to each frequency.

The estimated Hamiltonian is calculated under the basis composed of coherent states with chosen parameters. The width matrix $\Gamma$ is chosen to coincide with the ground state under harmonic approximation to the potential energy surface, same as commonly used in the IVR method. The centers of the wave packets are chosen to be at the equilibrium positions. The momentum parameters are determined by

$$
\begin{equation*}
\mathbf{p}=c_{1} \mathbf{p}_{\mathrm{eq}, i}+c_{2} \mathbf{p}_{\mathrm{eq}, j} \tag{22}
\end{equation*}
$$

Here $i \neq j$ is normal mode index, $\mathbf{p}_{\text {eq }}$ is the momentum along that normal mode with harmonic zero point energy, and $c_{1,2} \in$ $\{-1 / 4,0,+1 / 4\}$. The coefficient set is chosen as such that the combination of coherent states mimic the harmonic vibrational eigenstates, and thus we can expect a good estimation to the true eigenfunctions in the spanned space. It shall be noted again that we only need a mere approximation due to the use of implicit basis. It can also be expected that symmetries are preserved in the process, so one can easily assign symmetry indexes to the results.

## - RESULTS AND DISCUSSION

Water Monomer. The adiabatic potential energy surface we use for water in this paper is a newly developed one fitted by fundamental invariant neural network (FI-NN) which ensures invariant energy under atom permutations. For the monomer, the potentials come from the high-quality ab initio PES of Partridge and Schwenke. ${ }^{50}$ The fitting error is $7.84 \times$ $10^{-3} \mathrm{meV}$, which is negligible with respect to other sources of error. The many-body terms are constructed by using a manybody expansion method. ${ }^{51}$ The two-body term is fitted from a large database of water dimer energies consisting of 220,000 data points computed at the $\operatorname{CCSD}(\mathrm{T})$ level and extrapolated
to the CBS limit, ${ }^{52,53}$ with a very small fitting error of 0.228 meV . For the three-body term, 430,000 data points at the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AVTZ}$ level are used. Trimer data points are fitted in two parts according to the median of $\mathrm{O}-\mathrm{O}$ bond lengths and connected at $6-7 \AA$. The fitting errors are 0.347 meV for short range and 0.027 meV for long range. To remove the basis set superposition error (BSSE), the counterpoise method is applied. ${ }^{54}$

There is one global minimum which corresponds to the well-known geometric structure of a water molecule. The harmonic frequencies are computed at this equilibrium position, which then decides the width matrix in further IVR calculations. The Divide-and-Conquer technique is unnecessary and will not be used for this 3-dimensional system. For comparison, TA-SC-IVR calculations are carried out for each normal mode with trajectories up to $10^{4}$ a.u. long, and results are shown in Table 1. Vibrational modes are labeled in

Table 1. Water Monomer Vibrational Spectrum Calculated with Different Methods ${ }^{a}$

| Mode | Expt. | Harm. | TA-SC-IVR | CCFD |
| :--- | ---: | ---: | :---: | ---: |
| $1_{1}$ | 1595 | 1649 | 1586 | 1586 |
| $1_{2}$ | 3152 | 3298 | 3136 | 3134 |
| $2_{1}$ | 3657 | 3837 | 3665 | 3653 |
| $3_{1}$ | 3756 | 3955 | 3766 | 3755 |
| MAE |  | 144 | 11 | 8 |

${ }^{a}$ Energies are in wavenumbers $\left(\mathrm{cm}^{-1}\right)$.
ascending order in terms of magnitude, from lower to higher being bending, symmetric stretching, and asymmetric stretching modes. The TA results are much better than harmonic approximations, which is expected because of the capability of IVR to partly describe anharmonic effects. When it comes to CCFD calculation, the trajectories are evolved for a maximum length of 120 steps with 10 a.u. each step. Initial positions and momenta are sampled by the Metropolis algorithm, with the probability distribution chosen to be the module of the overlap coefficient of the coherent state to the zeroth reference state. A whole collection of cross-correlation functions are calculated from this trajectory set. Part of them are plotted in Figure 1. The QMC estimate is passable in this case, so the matrix elements between different reference states are relatively small. From the diagonal, one can see their surviving amplitudes "leak" since they are not the exact eigenstates. But it is well enough for FDM to extract eigenvalues. The extracted frequencies are also listed in Table 1. The CCFD results are very close to, and even have a better MAE than, the timeaveraging IVR results. This indicates that the short-time correlation functions carry the correct frequency information.

To investigate the effect of total evolution time, the relation between the maximum trajectory length and the final results are plotted in Figure 2. As can be seen, a total time of 1200 a.u. is sufficient for convergence in this case. At this time scale, the statistical error has been suppressed to less than $2 \mathrm{~cm}^{-1}$, which can be ignored with respect to the mean total error. Thus, the method is accurate enough while working with short trajectories. To further inspect convergence of the method, frequencies extracted from an increasing number of evolved


Figure 1. Real part of cross-correlation functions of the first 8 reference states. The labels on rows and columns denote $i, j$.


Figure 2. Convergence plot of the four frequencies with increasing evolving time. The result at 120 steps (1200 a.u.) is taken as reference.
trajectories are plotted in Figure 3. It is shown that a total number of 20,000 trajectories is enough for a stable result and


Figure 3. Convergence plot of the four frequencies with increasing number of trajectories evolved. The result at $10^{5}$ is taken as reference.

40,000 is sufficient for convergence. This is slightly larger than that with typical IVR calculations but still at the same order. ${ }^{29}$ Thus, the total computational cost is lowered due to the significant reduce of the trajectory length. The distribution of singular values of the overlap matrix $\mathbf{S}$ is shown in Figure 4. The upper half contains 16 values for each instance of $S$, the same number as the reference states we used in the crosscorrelation calculation, while the total number of singular values grows linearly with time steps. The obvious separation of the two halves indicates that the subspace spanned by the states estimated from the QMC preprocessing is close to the exact one. Since most values pile up at the bottom, we only need to take the few larger ones in the lower half and cut others off from further calculation. In fact, the results are fairly insensitive to the cutoff value as long as the upper half is kept.

Methane Molecule. The results in this section are all based on the same accurate ab initio force field of Lee-Martin-Taylor (LMT) in internal symmetry coordinates, as presented in ref 55 . The global minimum is the regular tetrahedron configuration, which has $T_{d}$ symmetry. For this PES, full-dimensional quantum results are available which use MULTIMODE to calculate rovibrational energies variationally. ${ }^{56}$ The method has been tested on four-atom systems and


Figure 4. Distribution of singular values of the overlapping matrix divided by number of steps.
has shown results in quantitative agreement with full variational calculations or grid method. Thus, we are taking it as a quantum benchmark here. The configuration of classical dynamics in CCFD is the same as for water monomer, except for a total dimension of 9 vibrational modes. The system is reported to be very chaotic and most of the trajectories have to be discarded in long-time evolution. ${ }^{29}$ However, in CCFD, the ratio of rejected trajectories is negligible because the total evolution time is significantly shortened.

When it comes to degeneracy, the CCFD results show the correct number of degenerate frequencies even though we did not do any explicit symmetrization operations. Symmetry and degeneracy just naturally arise during the simulation. For fundamentals, each mode corresponds to an irreducible representation, while for overtones the symmetrized products factorize into smaller representations and the energy level is split. In both cases, the CCFD results consist of groups of very close values, which are still slightly different due to statistical fluctuation. Their sizes are exactly the dimension of the irreducible representations. Thus, we can easily assign symmetry labels without ambiguity.

For comparison with the MULTIMODE benchmark, we are taking the average of the obtained energies which correspond to the same mode index as the result. Previous studies that used the Divide-and-Conquer IVR method or the Adiabatic Switching method are also taken into comparison. ${ }^{29,35}$ These results are shown in the left half of Table 2. The CCFD results have a very high accuracy with respect to the benchmark values. Again, correct frequencies are extracted from short-time dynamics, and the result is even better than other IVR methods. For further study of finer recognition of split overtones, another benchmark is used which features the Lanczos algorithm. ${ }^{57}$ Results are shown in the right half of Table 2. The CCFD results are in very good agreement with the quantum variational method, proving its ability to identify very closely spaced peaks. The same mean error is found in the detailed comparison, providing evidence that the accuracy of CCFD results is no coincidence.

Water Trimer. The force field we use here is the same as for water monomer, with multibody terms used. These terms are absent in the case of monomer. The normal modes are calculated at the global minimum configuration, i.e., the up-up-down (uud) structure of the trimer. ${ }^{58}$ The Divide-andConquer technique is applied, and only the 9 intramolecular vibrational modes which have the highest frequencies are

Table 2. Methane Molecule Vibrational Spectrum Calculated with Different Methods, with the Energies Presented in Wave Numbers ( $\mathrm{cm}^{-1}$ )

| Mode | $\mathrm{MM}^{\text {a }}$ | Harm. | DC-SC-IVR ${ }^{\text {b }}$ | AS-SC-IVR ${ }^{\text {c }}$ | CCFD | Rep. | Lanczos ${ }^{\text {d }}$ | CCFD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 41 | 3053 | 3165 | 3044 | 3058 | 3058 | $\mathrm{F}_{2}$ | 3055 | 3058 |
| $2{ }_{2}$ | 3067 | 3148 | 3050 |  | 3073 | E | 3069 | 3073 |
|  |  |  |  |  |  | $\mathrm{A}_{1}$ | 3062 | 3058 |
| 31 | 2949 | 3043 | 2964 | 2950 | 2948 | $\mathrm{A}_{1}$ | 2955 | 2948 |
| $1_{1} 2_{1}$ | 2836 | 2923 | 2834 | 2839 | 2843 | $\mathrm{F}_{1}$ | 2852 | 2848 |
|  |  |  |  |  |  | $\mathrm{F}_{2}$ | 2839 | 2838 |
| $1_{2}$ | 2624 | 2690 | 2606 | 2614 | 2619 | E | 2639 | 2636 |
|  |  |  |  |  |  | $\mathrm{F}_{2}$ | 2628 | 2616 |
|  |  |  |  |  |  | $\mathrm{A}_{1}$ | 2599 | 2595 |
| 21 | 1535 | 1574 | 1532 | 1530 | 1537 | E | 1535 | 1537 |
| $1{ }_{1}$ | 1313 | 1349 | 1300 | 1307 | 1315 | $\mathrm{F}_{2}$ | 1315 | 1315 |
| MAE-MM |  | 74 | 11 | 5 | 4 | MAE |  | 4 |

${ }^{a}$ MULTIMODE result. ${ }^{56}{ }^{b}$ Previous result by Di Liberto et al. ${ }^{29}$ from the same force field and with the Divide-and-Conquer technique, which has the best MAE among listed methods there. ${ }^{c}$ Previous result by Conte et al. ${ }^{35}$ from the same force field and with Adiabatic Switching technique. ${ }^{d}$ Lanczos result. ${ }^{57}$
included in the subspace. There are 6 modes of OH bond stretching and 3 modes of bending, and they are the only modes of interest here. Other modes are given zero initial energy. In long-time calculations, the subspace is further limited to one-dimensional, with the other 8 modes assigned with zero-point motion. The result is compared to experiment, ${ }^{59}$ MULTIMODE, ${ }^{60}$ and long-time DC-SC-IVR in Table 3. Our DC-SC-IVR and DC-CCFD calculations both use the

Table 3. Water Trimer Vibrational Spectrum Calculated with Different Methods, with the Energies Presented in Wave Numbers ( $\mathrm{cm}^{-1}$ )

| Expt. | Harm. | $\mathrm{MM}^{\text {a }}$ | DC-SC-IVR | DC-CCFD |
| :---: | :---: | :---: | :---: | :---: |
| Mode 19-21: Free OH Stretch |  |  |  |  |
| 3722 | 3922 | 3720 | 3795 | 3746 |
|  | 3922 | 3715 | 3718 | 3737 |
|  | 3917 | 3709 | 3641 | 3731 |
| Mode 16-18: H-Bonded OH Stretch |  |  |  |  |
| 3452 | 3698 | 3514 | 3487 | 3466 |
| 3434 | 3690 | 3504 | 3465 | 3456 |
| 3410/3398 | 3636 | 3486 | 3509 | 3393 |
| Mode 13-15: Bendings |  |  |  |  |
| 1608 | 1688 | 1623 | 1639 | 1643 |
|  | 1666 | 1600 | 1617 | 1620 |
|  | 1664 | 1597 | 1606 | 1610 |
| MAE | 169 | 30 | 41 | 16 |
| ${ }^{a}$ MULTIMODE result. ${ }^{60}$ |  |  |  |  |

PES mentioned above, and MULTIMODE results are based on the WHBB potential. This time we are directly using the experimental values as benchmark not only because of the difference on potentials but also due to the fact that MULTIMODE calculation is not full-dimensional for the large system with 21 modes and is no longer guaranteed to have very good accuracy.
None of the methods successfully predicted the quartet bands of single-donor hydrogen-bonded OH stretch near 3400 $\mathrm{cm}^{-1}$. They all end up with only 3 eigenvalues in this region. The reason for this phenomena might be the neglect of the libration modes, which can cause tunneling splittings in the rovibrational spectrum, or insufficient consideration of singlemolecule rotation in the potential energy surface. But, from the
peak spacing, one can reasonably assign the two lowest frequencies to the same mode in Table 3.

The DC-CCFD results are quite accurate for all the nine levels. The major advantage is found on the results for modes 16-18. The same trend is seen in both MULTIMODE and DC-SC-IVR results that there is rather large error for these single-donor hydrogen-bonded modes. But, with DC-CCFD, the results are as good as other modes. The calculated frequencies and the experimental spectrum are demonstrated in Figure 5, from which one can clearly see the difference. Due


Figure 5. Demonstrative plot of IR spectra of water trimer from experiment ${ }^{59}$ and the calculated frequencies. $\mathrm{D}^{\text {free }}$ denotes donor-free OH stretch (mode 19-21) while $\mathrm{SD}^{\mathrm{HB}}$ denotes single-donor hydrogen-bonded OH stretch (mode 16-18). The two harmonic lines on the right belongs to $\mathrm{D}^{\text {free }}$ (with degeneracy) and the rest belongs to $\mathrm{SD}^{\mathrm{HB}}$. The MULTIMODE (MM) and DC-CCFD (CCFD) results are just accurate enough to identify.
to the fact that we do not have the same WHBB potential to perform the DC-CCFD simulations, the difference between MULTIMODE and DC-CCFD cannot be analyzed in a very clear manner. Therefore, we attribute this agreement with experimental data to the combined use of the high precision of the potential energy surface and the DC-CCFD method. For readers interested in the scalability of the method with the number of degrees of freedom, we note in passing here that the total computational time is around 120 CPU hours for the calculation of water monomer and about 2600 CPU hours for the trimer. This is within expectation because we need to calculate the Hessian matrix.

## - CONCLUSION

In this paper, we implemented the SC-IVR with FDM and investigated the vibrational spectrum of water monomer, methane molecule, and water clusters. The total evolving time of classical trajectories is tremendously shortened with respect to conventional IVR methods based on Fourier transformation. The reduction in the number of steps decreases the computational cost and results in better numerical stability and accuracy. For water monomer and methane molecule, a full-dimensional calculation is performed to get all vibrational frequencies in one run. For the case of water trimer, the Divide-and-Conquer technique is used to restrict the total dimension to 9 . The final results are very encouraging, proving the reliability of this short-time method. It makes us confident that this method can work effectively on real molecular systems and high-precision potential energy surfaces. To further improve the accuracy and applicability of the method, future studies may explore the feasibility of combining it with $a b$ initio molecular dynamics, possibly with new techniques and improvements. In the future, it might be a powerful tool for vibrational spectral investigation.
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